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I. Background and Problem Statement 

Biodiversity is the foundation of life on Earth. It supports not only ecosystems, but also the 
global economy, climate change resilience, and the food systems that sustain humanity. 
Currently, we are facing an unprecedented biodiversity crisis. Habitats are disappearing, and as 
many as one million species are close to extinction (IPBES, 2019). Species extinction is occurring 
at a rate 100 to 1,000 times higher than the natural rate (idem).  

Among others, biodiversity strengthens food security by supporting pollination. Around 75 
percent of crops depend on animal pollination, and losing biodiversity in pollinators would 
threaten the availability of fruits, vegetables, and nuts, aƯecting the nutrition of billions of people 
(FAO, 2018). Furthermore, fisheries support more than 10 percent of the world’s population. 
Declining fish populations because of ecosystem and biodiversity loss directly threaten food and 
income sources for millions (FAO, 2020). 

In addition, biodiverse ecosystems help regulate diseases. For instance, forests, which house 
around 80% of the world’s terrestrial biodiversity, are vital for controlling zoonotic diseases. 
Deforestation increases the risk of diseases like malaria and COVID-19 (UNEP, 2020). Conserving 
biodiversity also supports pharmacology: 50% of drugs, including cancer treatments, come from 
or are derived from natural sources (WHO, 2019). 

This pressing reality underlines the need for decisive action for biodiversity conservation. The 
representatives of 196 countries gathered recently at the 2024 United Nations Biodiversity 
Conference (October 21 to November 1, 2024) in Cali, Colombia. This United Nations 
Conference included the COP16 (the 16th Conference of the Parties to the Convention on 
Biological Diversity), CP-MOP11 (the 11th Meeting of the Parties to the Cartagena Protocol on 
Biosafety), and NP-MOP5 (the 5th Meeting of the Parties to the Nagoya Protocol on Access and 
Benefit-Sharing). 

Conferences like this generate very large vast amounts of speech, as well as decision and 
declaration text data, which would be impractical to analyze manually. NLP oƯers the 
possibility to automatically process and analyze large volumes of text in a fraction of the time that 
it would take for any human researcher.  

Specifically, NLP can help to extract key insights; highlight important global and regional 
trends on biodiversity conservation; compare the position of diƯerent geographical regions 
on biodiversity issues; and detect potential emerging patterns on topics related to 
biodiversity. By leveraging NLP, Governments, NGOs, and other interested stakeholders could 
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quickly obtain information about the current global and local discourse and trends surrounding 
biodiversity to help them shape future strategies for conservation and sustainability. 

 

II. Data Availability and Data Sources 

2.1. Current discourse of diƯerent geographic regions around the globe on biodiversity (2024) 

For analyzing the current discourse of diƯerent geographic regions around the globe, the data 
consisted of all the 315 oƯicial country (written) statements from the meetings that occurred 
during the last UN Conference on Biodiversity (COP16), which took place on October/November 
2024 in Cali, Colombia (available at  https://www.cbd.int/conferences/2024/cop-16/documents): 

 3 written statements: COP-16 / CP-MOP-11 / NP-MOP-05 - Plenary, Friday, 1 November 
2024 - 22:00 America/Bogota 

 1 written statement: COP-16 / CP-MOP-11 / NP-MOP-05 - Working Group I, Friday, 1 
November 2024 - 14:30 America/Bogota 

 6 written statements: CP-MOP-11 - Plenary, Wednesday, 30 October 2024 - 20:00 
America/Bogota 

 19 written statements: COP-16 - High Level Segment, Wednesday, 30 October 2024 - 
15:30 America/Bogota 

 1 written statement: COP-16 / CP-MOP-11 / NP-MOP-05 - Working Group I, Wednesday, 30 
October 2024 - 10:00 America/Bogota 

 30 written statements: COP-16 - High Level Segment, Wednesday, 30 October 2024 - 
10:00 America/Bogota 

 45 written statements: COP-16 - High Level Segment, Tuesday, 29 October 2024 - 14:30 
America/Bogota 

 6 written statements: COP-16 - High Level Segment, Tuesday, 29 October 2024 - 10:30 
America/Bogota 

 2 written statements: COP-16 / CP-MOP-11 / NP-MOP-05 - Plenary, Friday, 25 October 
2024 - 19:30 America/Bogota 

 18 written statements: COP-16 / CP-MOP-11 / NP-MOP-05 - Working Group I, Friday, 25 
October 2024 - 10:00 America/Bogota 

 12 written statements: COP-16 / CP-MOP-11 / NP-MOP-05 - Working Group II, Wednesday, 
23 October 2024 - 10:00 America/Bogota 

 39 written statements: CP-MOP-11 / NP-MOP-05 - Working Group II, Tuesday, 22 October 
2024 - 15:00 America/Bogota 

 54 written statements: COP-16 / CP-MOP-11 / NP-MOP-05 - Working Group I, Tuesday, 22 
October 2024 - 10:00 America/Bogota 

 23 written statements: COP-16 / NP-MOP-05 - Working Group I, Monday, 21 October 2024 
- 15:00 America/Bogota 

 21 written statements: COP-16 / NP-MOP-05 - Working Group II, Monday, 21 October 2024 
- 15:00 America/Bogota 

 35 written statements: COP-16 / CP-MOP-11 / NP-MOP-05 - Plenary, Monday, 21 October 
2024 - 09:00 America/Bogota 
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2.2. Data for analyzing the global trends over time on biodiversity conservation (1994-2024) 

For analyzing the global trends over time on biodiversity conservation, the data was obtained from 
the all the 498 Decision Reports of the United Nations Biodiversity Conferences (from the 
first one in 1994 to the latest one in 2024), which were available at: 

 13 Decision reports from the 1994 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-01  

 23 Decision reports from the 1995 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-02  

 27 Decision reports from the 1996 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-03  

 19 Decision reports from the 1998 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-04  

 29 Decision reports from the 2000 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-05  

 32 Decision reports from the 2002 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-06  

 36 Decision reports from the 2004 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-07  

 34 Decision reports from the 2006 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-08  

 36 Decision reports from the 2008 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-09  

 47 Decision reports from the 2010 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-10  

 33 Decision reports from the 2012 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-11  

 35 Decision reports from the 2014 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-12 

 34 Decision reports from the 2016 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-13 

 38 Decision reports from the 2018 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-14 

 35 Decision reports from the 2022 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-15 

 27 Decision reports from the 2024 United Nations Biodiversity Conference, available at 
https://www.cbd.int/decisions/cop?m=cop-16  

TOTAL     498 decision reports 

 

There were two extraordinary meetings, one in 1999 and one in 2019, but they covered mostly 
administrative matters, and therefore, they were excluded from the analysis. In addition, in 2020, 
there was not UN Biodiversity Conference due to COVID-19.  
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III. Data Pre- Processing 

3. 1 Data loading and cleaning 

3.1.1. Data for analyzing the current discourse of diƯerent geographic regions around the 
globe on biodiversity (2024) 

The code for loading and cleaning the data is available in the jupyter notebook named 
FinalProject-DataCleaningRegion. All the country statements were downloaded manually from 
the web-page indicated above in 3.1. In total, 9 of the 315 statements were damaged or not 
available. Therefore, the final number of statements used in this project was 306. Those country 
statements were classified by geographic region, as follows: 

-Africa      70 country statements 

-Arab States     13 country statements 

-Asia      38 country statements 

-Australia and Oceania   9 country statements 

-The Caribbean and Small Islands  19 country statements 

-Eastern Europe    5 country statements 

-Latin America     48 country statements 

-Middle East     9 country statements 

-Organizations     45 statements 

-USA and Canada    5 country statements 

-Western Europe    45 country statements 

TOTAL      306 country statements 

 

When a country's oƯicial language was one of the six oƯicial UN languages (Arabic, Chinese, 
English, French, Russian, or Spanish), its statement was delivered in that language. To analyze 
these statements, I had to translate them into English. I used Google Translate. Additionally, since 
some statements were provided in PDF format, I first converted the PDF documents into DOCX 
format. This process may have aƯected the semantic coherence of the model's results, as 
discussed in Section V of this report. 

The classified and translated statements were organized into folders named according to their 
corresponding geographical regions and then batch-loaded into the Jupyter Notebook. 
Statements from the same geographical region were consolidated into a single text file for each 
region. Subsequently, each text file was processed by converting all text to lowercase and 
removing the following elements: 

- numeral markers 

- numbers 

- punctuation and special characters 
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- non-ASCII characters 

- country names 

- multiple blank spaces 

- words with length smaller than 2 and stop words 

 

The process of converting the PDF documents into Word format and then translating them 
resulted in uneven paragraph structures, with many paragraphs diƯering significantly from their 
original lengths. To address this, I divided the text into chunks of 50 words, ensuring uniform 
paragraph lengths across each text file. However, this process also impacted the semantic 
coherence of the model's results, as detailed in Section V of this report. 

Finally, the regional text files were combined into a single consolidated text file, structured as a 
dataframe with one column containing the text and the corresponding geographic region listed 
in the adjacent column as metadata. 

 

3.1.2. Data for analyzing the global trends over time on biodiversity conservation (1994-2024) 

The code for loading and cleaning the data is available in the Jupyter Notebook named 
FinalProject-DataCleaningTrends. A total of 368 out of 498 decisions, available in Word format, 
were manually downloaded. These decisions correspond to the years 1994 and 2004–2024 (see 
webpages referenced in Section 3.2) and were organized into folders by year. The remaining 130 
decisions, available in HTML format, were downloaded by the code directly. 

The code loads all the files either in Word of HTML format into the Jupyter Notebook. Documents 
from 2018 to 2024 were in DOCX format, while those from 1994 to 2016 used the older DOC 
format. To handle this, a custom function was implemented to recognize file extensions before 
loading the data. 

After loading, the documents from each year were merged into a single text file per year. Finally, 
these yearly text files were combined into a consolidated text file, structured as a dataframe. The 
dataframe includes one column containing the text and an adjacent column listing the 
corresponding year as metadata. 

 

IV. Data Analysis and Modeling 

I conducted two separate data analysis and modeling for: (a) the current discourse of diƯerent 
geographic regions around the globe on biodiversity (2024), and (b) the global trends over time on 
biodiversity conservation (1994-2024). 

The analyses were conducted in R’s STM, including the following commands1: 

 textProcessor() for pre-processing the raw textual data for STM, including tokenization; 
lowercasing; stemming; and removing stop words, numbers, and punctuation.  
 

 
1 The links of the R Documentation per command are included in the Reference section of this report.  
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In addition, common words such as biodiversity, conservation, framework, global, 
convention, cop, cbd, and statement were added as “customstopwords”. They were not 
in the default stopword list but were overly frequent in the specific dataset used in this 
project. The main objective of adding these specific words as stop words was to improve 
sematic coherence of the STM model. 
 

 preDocuments(), which processes the output of textProcessor() and create inputs for the 
STM algorithm. It organizes the tokenized and cleaned text into three structured 
components (Documents, Vocabulary, Metadata) for the STM model.  
 
I included lower.thresh = 5 and upper.thresh = 0.8 x length(documents) to remove words 
that appear in fewer than 5 documents and in more than 80 percent of all documents, 
respectively. The main objective of using these lower and upper thresholds was to improve 
semantic coherence of the STM model.  
 
In addition, in this final project, the init.type used was “Spectral” that would help the 
subsequent STM models to converge more quickly during the iterative steps of the 
expectation maximization (CRAN R Project, 2023). 
 

 searchK() for selecting the optimal number of (K) topics for the STM model, which is 
critical for producing coherent and interpretable results. It evaluates the performance of 
STM models across a range of candidate values of K.  
 
For this final project, the Ks evaluated were in the range between 2 and 10. A preliminary 
evaluation also considered a broader range (for instance, up to 20 or 50), these higher 
values resulted in low semantic coherence, making them unsuitable. 
 

 ggplot() for plotting the coherence versus exclusivity scores obtained from searchK(). The 
optimal K was selected based on this visualization and on the maximum composite score 
obtained from the following formula: Composite Score = 0.5 x Sematic Coherence + 0.5 * 
Exclusivity Score. 
 

 stm() for running the STM model with the optimal K (selected as indicated above). The 
prevalence used for the stm model of the current 2024’s discourse of diƯerent geographic 
regions on biodiversity was Region, while for the stm model of the global trends over time 
from 1994 to 2024 on biodiversity conservation was year. 
 
In addition to using int.type = “Spectral”, as during the preDocument() phase, the 
max.em.its was set to 500. This means that the algorithm used a maximum of 500 
iterations, which helps to control the trade-oƯ between computation power and model 
accuracy. That number seems to be suitable for most medium-sized datasets of fewer 
than 10,000 documents (CRAN R Project, 2023).  
 
The gamma.prior of the discourse of diƯerent geographic regions was set to “L1”,  which 
works well with categorical prevalence variables such as region; and of the global trends 
over time to “Pooled”, which is more suitable for continuous prevalence variables such 
as years. L1 refers to Lasso regulation (L1 regulation), which avoids overfitting by reducing 
complexity. While “Pooled” assumed a shared distribution of topic proportions across 
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documents, allowing for smooth variations across the continuous variable (year), and 
producing topics that are more general among documents (CRAN R Project, 2023). 
 

 exclusivity() and semanticCoherence() for obtaining the exclusivity and semantic 
coherence of the fitted models, which provide information about the quality and 
interpretability of the topic generated by the STM model.  
 
Exclusivity refers to how distinct (or exclusive) a topic is relative to other topics. A higher 
exclusivity value means that the words in a topic are unique to that topic, while lower 
exclusivity means that the words are more shared across topics. 
 
While semantic coherence measures how semantically related the top words of a topic 
are to one another. Coherent topics are those where the words within the topic make 
sense together in a meaningful way (for example, words that often appear together in real-
world texts). A higher semantic coherence score indicates that the words in a topic tend 
to co-occur frequently, suggesting that the topic is meaningful and interpretable. Low 
coherence suggests that the words in the topic are loosely related and may not form a 
meaningful cluster. 
 

 summary() for providing a comprehensive overview of the topics generated by the STM 
model. It outputs key metrics such as: (a) “highest prob” or the words that have the highest 
probability of being associated with each topic; (b) “top words” or words that are most 
frequent within a topic; (c) “FREX” or frequency-weighted exclusivity of words, which 
combines both frequency and exclusivity of words in the topic (they occur often within a 
topic but not much across other topics); (d) “Lift” which helps in identifying words that are 
significantly more likely to appear in one topic versus others, which can help in 
distinguishing topics that are similar but with slight diƯerences, and (e) “Score” which 
indicates words that are central to the content of each topic.  
 

 cloud() for cloud words per topic. It visually represents the most frequent and significant 
words associated with each topic. It provides a quick, intuitive way to see which words 
dominate each topic. 
 

 estimateEƯect() for evaluating the eƯects of year or region/country on the topics 
generated by the STM models. The function helps to understand the external factors (such 
as geographic region or year) that drive the emergence of specific topics, which can 
provide deeper insights into the data. 
 
The prevalence used for analyzing the current 2024’s discourse of diƯerent geographic 
regions was “Region”, while the prevalence for analyzing the global trends over time on 
biodiversity was “Year”.  
 

Additional visualizations were obtained by using the following: 

 plot(stm_model) was used for visualizing the distribution of topics across documents, as 
calculated by the STM model. 
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 plot(eƯects) was used for visualizing the estimated eƯects of geographic regions and year 
on topic prevalence, as calculated by estimateEƯect(). 
 

Finally, stm$theta was used for obtaining the topic proportions, and then obtaining the top 
documents for each topic. Each theta represents the proportion of topic k in document i. In other 
words, it informs of the weight of topic k in document i. Therefore, it can be used for identifying the 
documents with the highest proportions of each topic (meaning the documents that most strongly 
associate with each topic). 

 

V. Model Results 

 

5.1. Current 2024’s discourse of diƯerent geographic regions on biodiversity 

The code for analysing the data related to the discourse of diƯerent geographic regions on 
biodiversity is available in the R file named FinalProject-DataAnalysisRegion. 

 

a) Results of selecting the optimal K 

The optimal K was 3, based on obtaining the highest composite score after running searchK.  
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b) Running the STM model (for optimal K=3) 

The STM model was executed with the optimal number of topics, K=3, using init.type = "Spectral" 
and gamma.prior = "L1". The decision-making process and technical details of the parameter 
choices are explained in the “stm()” part of Section IV of this report. 

Despite targeted eƯorts to enhance the model's semantic coherence (such as including lower and 
upper thresholds during the preprocessing, adjusting the gamma.prior parameter, and others 
described in Section IV), the semantic coherence scores remained suboptimal, ranging from -
49.5 to -81.1. On the other hand, the Exclusivity Scores were relatively satisfactory, ranging from 
7.3 to 8.8, indicating that the topics were reasonably distinct from one another. 
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c) Manual selection of the name of topics (for optimal K=3) 

Based on the results of the word clouds, top words, and top documents, the topics were manually 
named as follows: 

-Topic 1: Cartagena Protocol on Biosafety, Nagoya Protocol on Access and Benefit-Sharing, 
and other formal and procedural aspects of biodiversity agreements and conventions  

-Topic 2: Importance of protecting biodiversity, including restauration, ecosystem services 
and protected areas, as part of their national commitments  

-Topic 3: Gender issues, inclusive development focusing on local communities, and 
indigenous rights in biodiversity 

 

The screenshots of the codes and the results of the word clouds, top words and top documents 
are provided below (c1, c2, and c3). 
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c.1 Word clouds 

 

Topic 1 Topic 2 Topic 3 

 

 

c.2 Top Words 

The top words per topic based on the results of the fitted model are: 
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c.3 Top Documents 

The five top documents per topic, according to the results of the fitted model are: 
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d) Evaluation of topic imbalance 

The three topics were in present in the documents in similar proportions, around one third each 
of them, as shown in the graph below: 

 

 

e) EƯect of geographical region on topic prevalence 

After visualizing the geographic regions against each other, I generated a total of 55 comparative 
graphs. The analysis revealed distinct patterns in topic prevalence across regions. For example, 
in Africa, Topic 1 (focused on biosafety and benefit-sharing) and Topic 3 (centered on inclusive 
development and indigenous rights) were notably more dominant compared to regions such as 
the USA and Canada (Graph 1) or Western Europe (Graph 2). In contrast, these latter regions 
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showed a stronger focus on Topic 2 (emphasis on biodiversity protection as part of their national 
commitments). 

This diƯerentiation highlights how regional priorities and policies shape the discourse on 
biodiversity conservation. The comparison sheds light on global variations in thematic emphasis, 
illustrating the diversity of approaches toward biodiversity conservation. 
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Graph 1:  

 

Topic 1 focuses on biosafety and benefit-sharing; Topic 2 emphasizes biodiversity protection as 
part of national commitments; and Topic 3 centers on inclusive development and indigenous 
rights. 

 

Graph 2:  

 

Topic 1 focuses on biosafety and benefit-sharing; Topic 2 emphasizes biodiversity protection as 
part of national commitments; and Topic 3 centers on inclusive development and indigenous 
rights. 
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5.2. Global trends over time on biodiversity conservation (1994-2024) 

The code for analysing the data related to the global trends over time on biodiversity discourse is 
available in the R file named FinalProject-DataAnalysisTrends. 

 

a) Results of selecting the optimal K 

The optimal K was 3, based on obtaining the highest composite score after running searchK.  
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b) Running the STM model (for optimal K=3) 

The STM model was executed with the optimal number of topics, K=3, using init.type = "Spectral" 
and gamma.prior = "L1". The decision-making process and technical details of the parameter 
choices are explained in the “stm()” part of Section IV of this report. 

Despite targeted eƯorts to enhance the model's semantic coherence (such as including lower and 
upper thresholds during the preprocessing, adjusting the gamma.prior parameter, and others 
described in Section IV), the semantic coherence scores remained suboptimal, ranging from -
66.8 to -88.9. On the other hand, the Exclusivity Scores were relatively satisfactory, ranging from 
8.0 to 9.4, indicating that the topics were reasonably distinct from one another. 

 

 

 

c) Manual selection of the name of topics (for optimal K = 3) 

Based on the results of the word clouds, top words, and top documents, the topics were manually 
named as follows: 

-Topic 1: Capacity building, monitoring, and implementation support for biodiversity 
conservation  

-Topic 2: Local communities, indigenous peoples and their importance for biodiversity 
conservation eƯorts 



18 
 

-Topic 3: Governance and decision-making processes oriented to biodiversity conservation 

 

The screenshots of the codes and the results of the word clouds, top words and top documents 
are provided below (c1, c2, and c3). 

 

c.1 Word clouds 

 

Topic 1 Topic 2 Topic 3 
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c.2 Top Words 

The top words per topic based on the results of the fitted model are: 

 

 

c.3 Top Documents 

The five top documents per topic, according to the results of the fitted model are: 
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d) Evaluation of topic imbalance 

The three topics were in present in the documents in more or less similar proportions, around one 
third each of them, although the proportion of topic 1 was slightly higher than for the other topics, 
as shown in the graph below: 
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e) EƯect of year on topic prevalence 

After visualizing the eƯect of year on topic prevalence, Topic 1 (focused on capacity building, 
monitoring, and implementation support) and Topic 3 (centered on governance and decision-
making processes) demonstrated increased prevalence in the most recent years. In contrast, 
Topic 2 (emphasizing local communities and indigenous peoples) showed a declining trend over 
the years. Despite these patterns, the correlation between topic prevalence and year was not 
particularly strong. This was evident from the graph of correlation values, where Pearson 
correlation coeƯicients ranged between -0.22 and 0.12. 
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VI. Conclusions and Lesson Learned 

Natural Language Processing (NLP) and Structural Topic Modeling (STM) oƯer powerful tools for 
analyzing large volumes of text data. These methods enable the identification of key topics, trends 
over time, and geographic influences on discourse. These tasks would otherwise be prohibitively 
time-consuming to perform manually. 

Using STM, I analyzed 306 country statements from the 2024 UN Biodiversity Conference, each 
averaging 1.5 pages, resulting in approximately 459 pages. Similarly, I examined 498 decision 
reports from UN Biodiversity Conferences spanning 1994 to 2024, averaging 10 pages each, 
amounting to nearly 5,000 pages. Analyzing this volume of data manually would have been 
unfeasible within the project timeline. 

 

6.1. Data Cleaning Challenges 

A significant portion of time was spent cleaning and preparing the data. The documents were in 
diverse formats (e.g., Word, PDF, HTML) and languages (the six UN oƯicial languages: Arabic, 
Chinese, English, French, Russian, and Spanish). The challenges included: 

-  Numerical markers: Varied formats like “1.”, “i.”, or “(1)” required testing diƯerent removal 
methods. 

-  Country names: UN decisions use the formal name of the countries (e.g., “Bolivarian Republic 
of Venezuela” instead of “Venezuela”) which necessitated additional cleaning. 

-  Non-ASCII characters: Artifacts like “andii” or “vii” persisted in the text despite eƯorts to clean 
the data. 
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Moreover, issues arose from converting PDFs to editable formats or translating documents which 
introduced errors, such as line breaks within paragraphs, which disrupted semantic coherence. 
To address this, I artificially divided the text into 50-word paragraphs. However, this method 
helped, sometimes it created nonsensical paragraphs, which complicated the sematic 
coherence of the STM models. 

 

6.2. Model Optimization 

To improve semantic coherence, I employed several strategies: 

-  Custom stop words: Added domain-specific terms like “biodiversity” and “convention” to 
enhance the textProcessor function. 

-  Word thresholds: Applied upper and lower frequency thresholds to exclude overly common or 
rare words. 

-  Gamma priors: Used lasso regulation and pooled distributions to balance topic proportions. 

Despite these eƯorts, challenges in data preparation still aƯected model quality, as the sematic 
coherence only yielded low two-digit negative scores, emphasizing the need for further 
refinement in future iterations. 

 

6.3. Key Findings: 

(a) Related to the Geographic Region Discourse (2024) 

The identified topics were: 

 -Topic 1 (Biosafety and Benefit-Sharing) 

-Topic 2 (Biodiversity as National Commitment) 

-Topic 3 (Inclusive Development and Indigenous Rights) 

The prevalence of the topics diƯered according to the geographic region. For instance, Topic 1 
(biosafety and benefit sharing) and Topic 3 (inclusive development and indigenous rights) were 
more prevalent in regions such as Africa in contrast to USA, Canada and Western Europe, while 
Topic 2 (biodiversity as national commitment) was emphasized by the USA, Canada, and Western 
Europe in comparison to Africa 

 

(b) Related to Global Trends (1994-2024): 

- Topic 1 (Capacity Building, Monitoring, and Implementation): Increasing prevalence in recent 
years. 

 - Topic 2 (Local Communities and Indigenous Peoples): Declining trend over time. 

 - Topic 3 (Governance and Decision-Making Processes): Rising prominence. 
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These trends suggest a shift towards institutional and governance priorities in global biodiversity 
discourse, possibly at the expense of local and indigenous issues. Monitoring these shifts is 
crucial to ensure balanced policy focus. 

 

6.4. Next Steps 

In the future, I expect to enhance model accuracy and usability through: 

-Improved data cleaning and further refined automated language-sensitive workflows. 

-Language-specific STM models: analyze documents in their original languages through language 
specific STMs, and incorporate language as metadata in the current models, mainly in the model 
related to the geographic region discourse. 

 -Scalable framework designed to streamline the analysis of the data of future UN Biodiversity 
Conferences for automated insights. 

 

Despite challenges, the results provide a robust foundation for examining regional and temporal 
dynamics in biodiversity discourse and can inform future analyses of evolving priorities in 
international biodiversity policies. 
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Appendices 

 

A. Hardware 

My laptop has the following specifications: 

 Processor: AMD Ryzen 7 5800H with Radeon Graphics 3.20 GHz 
 RAM: 16 GB 
 GPU: NVIDIA GeForce RTX 3050 Laptop GPU 
 System type: 64-bit operating system, x64-based processor 
 Operating System: Windows 11 Home 

 

 

B. Jupyter and R Files 

The list of the Jupyter and R files created for the final project is provided below: 

 

b.1 Jupyter files (for cleaning the data) 

-FinalProject-DataCleaningRegion (for loading and cleaning the data associated with the 
geographic region diƯerences on biodiversity discourse) 

-FinalProject-DataCleaningTrends (for loading and cleaning the data associated with the trends 
on biodiversity discourse over time) 

 

b.2 R files (for analysing the data) 

-FinalProject_DataAnalysisRegion (related to the geographic region diƯerences on biodiversity 
discourse) 

-FinalProject_DataAnalysisTrends (related to the trends on biodiversity discourse over time) 

 

I uploaded on Canvas these jupyter and R files, along with their pdf versions. 

 

In addition, I provided the links to all data sources in this report (see Section II). As I cannot upload 
all the data sources (315 for country statements and 498 for the decision documents) on Canvas, 
I am only uploading the data files obtained after data cleaning (named 
outcomes_COP16_Countries.csv and outcomes_COP_Biodiversity.csv), which were the same 
that were uploaded to the R files for the data analysis (after data cleaning in Jupyter).  

 


